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Abstract — Automatic resources scalability, performance and resources management are required properties for successful 

services in cloud infrastructure. There are some metrics that associated scalability and performance in cloud computing; that 

influenced by some software factors, hardware factors and workload factors. Infrastructure scalability and performance 

metrics which used to determine how to scale data centers resources and servers are critical issues for studies in cloud 

environments, since these metrics such as CPU load, memory load and throughput are changeable and have great impacts 

on scalability and performance. Predicting future resources changes in customer’s requirement helps cloud providers to avoid 

wasted resources, cost and achieves high resources utilization. The paper will provide a survey for computing resources 

scalability, performance and management. Provides listed scalability servers and network metrics, scalability techniques, 

resources management and load balancing strategies, performance prediction. 
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1 INTRODUCTION 

calability aims to determine when and how to scale 
resources. CSPs (Cloud Service Provider) need to 
determine customer’s requirements dynamically 

and scale up or down as fast as they can to support 
required services with quality of services. They need to 
plan resources capacity and usage effectively to achieve 
enhanced resources utilization. Infrastructure as a 
service (Iaas) resources are automatically scaled, but the 
main issue is how to decide when and how to scale rely 
on some scalability metrics and factors that influence 
performance; metrics such as: servers and network 
metrics can be used as indications to forecast future 
scalability decisions.  

      The paper gives a survey on some scalability and 
performance related metrics and factors such as: 
response time, CPU usage, delay and server workload, 
methods and techniques that enhancing scalability. 

2 SCALABILITY  

Scalability in cloud computing is the ability to 
increase or decrease computational resources numbers 
to process  workload  growing , while considering and 
maintaining performance. It requires automatic 
configuration, sizing of resources and enhancing 
throughput when extra resources are added [1, 2, 3]. 
 

2. 1 Scalability techniques 

2.1.1 Vertical scalability  
Vertical scalability is ability to maximize hardware or 
software efficiency by increasing resources [4]. The 
method provides ability to replicate servers or change 
the size of them. The main benefit of this method is the 
effective use for virtualization technique which 
provides resources sharing. The main goal of vertical 
machines scalability is to make work load threshold 
limit [5]. Cost and bandwidth requirements are the most 
points that use this scaling method. In hardware side 
this method concerns about adding processing power 
and memory, while for software concerns with 
optimizing algorithms and cost [1]. The drawback with 
vertical scalability appears when the server requests are 
huge which makes delay and also resources dead lock 
may occur [5]. 
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2.1.2 Horizontal scalability 
Horizontal scalability focuses on handling demands 
increment by adding more virtual machines .In this 
method server’s size are not change, but they can be 
replicated for more demands [6].The main advantage of 
this scaling technique is the high processing 
performance [7]. To reach target availability and speedy 
servers load balancing and clustering characteristics 
must applied. One of critical problems with cloud 
computing is availability and server failure which affect 
the hosted virtual machines and force them to restart at 
another server. Horizontal scalability solves that 
problem by adding more servers’ hardware or software 
and makes them to work as one fail-safe unit [6]. 
 

Table.1 Vertical Scalability vs. Horizontal Scalability  

 

Metric 
Vertical 
Scalability 

Horizontal Scalability 

Implementation 

- Done by 
regulating 
server’s size. 
- Replace server 
by another new 
with more 
capabilities [8]. 

- Adding more 
servers and divide 
workload between 
them [6]. 

Availability  

- Less resources 
availability, 
resources located 
only on same 
servers. 
- Server will be a 
single failure 
unit [9]. 

- Provide more 
resources availability 
since numbers of 
servers are increased. 
- More servers reduce 
failure probabilities 
[9].   

Reliability 

- Reliability is not 
ensured, server 
failure means to 
all system failure 
[10].  

- Supports ensured 
reliability; redundant 
servers are available 
[10]. 

Simplicity  - Complex. 
- Simple and easy to 
achieve. 

Performance 
improvement 

- Achieved by 
adding more 
resources.   

- Achieved by adding 
more servers and 
distributing load 
between them. 

Cloud 
architecture 

- Not affected 
- Architecture of the 
cloud will be 
Changed [11]. 

Resource 
allocation 

- Provides a fine-
grained 
allocation [12]. 

- Provides a coarse -
grained allocation 
[12]. 

Quality of 
service(QoS) 

- Achieved by 
identifying the 
optimum 
resources for 
virtual machines 
to satisfy user’s 
requirements 
[12]. 

- Redundancy of 
physical servers and 
load balancing. 

 

 

 

 

 

2.2 Scalability Metrics 

 

 
 
 

Fig. 1 Server scalability metrics 
 

 

 
Fig.  2 Network scalability metrics 

 

 
2.3 Scalability Factors 

Scalability is qualified property for cloud environments 
which targets to enhance cloud performance and 
quality of service (QoS). Scalability described as ability 
to adjust resources as the workload increased; there 
some measurement factors must  be consider and their 
associated metrics must specified to achieve desired 
scalability. Scalability factors are measurements of 
actual resource usage [13]. System factors that impact 
scalability metrics are classified as: hardware factors, 
software factors and load factors [14]. Table 2 provides 
some hardware scalability factors and how to measure 
them. 
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Table.2 Scalability hardware factors  
 

HW 
factors 

CPU 
computing 
power and 
usage 

Measurement (s) 

Throughput (The received data in a 
second by the destination) [15]. 
2. Speedup (ratio between 
throughput and CPU core). 
3. CPU utilization (percentage of 
CPU core) [14]. 
4. CPU load (Cycles perform for 
the current processing task) [16].  

Memory usage 
and 
consumption 

1. The number of accessed pages 
included the cached pages. 
2. Maximum throughput. 
3. Memory used by 
Applications/services [17]. 

Disk usage and 
storage system 

1. Disk time (I/O per second). 
2. Execution time ( E-time  relative 
to storage system) 
3.Load (Disk operations performed 
per second) 
 [16]. 

Virtualization 
overhead 

1. Workload and CPU overheads. 
2. Average response time. 
3. Throughput. 
4. Memory access overheads (when 
cache misses increase). 
5.Network virtualization 
overheads [15]. 

Throughput(T
h) 

1.Latency(hops and hosts numbers 
from user to reach another node on 
the network) 
- Latency= processing delay+ 
queuing delay+ transmission delay 
+ propagation delay [18] 
2. Response time. 
3. Bandwidth (Th = total B – B 
required for reply) 
-Workload (Requests and 
responses sizes) [14]. 

 

3 RESOURCES MANAGEMENT STRATEGIES 

While cloud data centers provide customers with 
required resources, those resources should be sufficient. 
Some problems arise behind those computational 
resources such as bandwidth, response time and delay; 
resources can be managed among applying load 
balancing techniques considering some parameters such 
as performance and scalability [19]. Table 3 provides a 
brief comparison between some load balancing methods 
for managing cloud resources. 
 

 

 
 
 
 
 
 

 
 

Table.3 Resources management and load balancing 
strategies  

 
Strategy Metrics Target Methodology 

Linear 
scheduling 

-Response time 
- Waiting time. 
-Process 
activities[2o] 

-Resource 
distribution to 
increased QoS, 
resources 
utilization [21].  

-Forecasting first 
resources 
response for 
specific period of 
time [21]. 

Process 
Migration 
Strategies 

Bandwidth. 
-Migration 
Overheads 
[22]. 
-Migration 
delay [23]. 

- Process live 
migration [23]. 
  

-Page level 
protection 
hardware [22]. 

Match 
Making  

-Response 
time, Job 
features and 
hardware [24]. 

- Identifying 
jobs order 
execution and 
mapping to 
resources [25]. 

- Match user task 
to resources [25]. 
 

Just-in-
Time 
Resource 
Allocation 

-Cost of: SLA, 
reconfigured 
Application, 
and machine 
leased and 
released [25]. 

-Workload 
provisioning 
and 
optimization 
[21]. 
- Minimize idle 
resources [25] 

-Adjust interval 
time for resources 
and continuously 
monitoring 
workload [25].     
 

4 RESOURCES AND PERFORMANCE PREDICTION 

4.1 Performance prediction 

Services, applications and resources performance in 
cloud environments are effected by some factors such as 
virtualization factors, network factors and servers 
workloads. Performance forecasting is big challenge 
and need to measure, manage, execute some workloads, 
and gather resources usage information, monitor 
resources and any other factors. Gathering some 
historical data helps grasping and clarifying reasonable 
performance and scalability of resources in cloud 
environment. Understanding cloud performance needs 
to gather reasonable amount of data among some 
experiments and measure that data. There are some 
complicated issues which go beside performance 
measurement such as configuration, data gathering and 
processing, data analysis, data heterogeneity, 
parameters configuration, resources and availability; all 
these influence performance and scalability which 
makes prediction more complex process. Figure 3 
provides cloud computing performance prediction 
methodologies [28, 29, 30, 3]. 
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Fig. 3 Performance prediction methods 
 
 

4.2 Resources scalability prediction models 

Accurate scalability prediction can be achieved among 
black box or white box methods. Table 4 compares the 
three prediction and testing approaches: white box, 
black box and grey box. 

 

Table. 4 Resources prediction models comparison 
 

Metric White box Black box Grey box 

Complexit
y and 
Prediction 

- Complex, 
high cost. 
- Not 
appropriate for 
performance 
prediction [32]. 

-Less 
complexity, 
less cost, 
simple [32]. 
-Suitable for 
performance 
and 
scalability 
prediction 
[32].  

-Not 
suitable for 
scalability 
and 
performanc
e prediction 
[33]. 

Testing  -Test source 
code, not look 
at the general 
system. 
- Useful for 
testing stages 
[34]. 

- Tests the 
system as 
general [34]. 

- Enables 
programme
r to coding 
for 
expecting 
results [35]. 

Evaluation -Provides 
maximum 
level of 
information  
For both 
evaluator and 
end user [36].  

-Provides 
minimum 
level of 
information. 
- Suitable for 
vendors [36]. 

-Offer 
sufficient 
level of 
information 
for 
evaluation 
[36]. 

Framework - End user 
should aware 
about how the 
white box 
framework 
work and all 
details [33]. 

-End user not 
aware about 
framework 
details and its 
works [33]. 

- Used by 
programme
r who 
should 
know grey 
box internal 
details [35]. 

Program 
Code 
Analysis 

-Deals with 
program 
source code  
-Provides static 
code analysis  
-may provide 
non-actual 
reports [33].  

-Look for the 
general 
knowledge 
and deals 
with 
applications 
not source 
code [33]. 

- Uses static 
analysis of 
white box 
[33]. 
 

 
 

4.3 Scalability prediction and knowledge 
representation approaches 

Recently, most complex systems and problems are 
represented mathematically using model base 
approaches such as control theory. Model base 
approaches and mathematical formulation give 
comprehensible and reasonable results. While model 
base defined mathematically, rule based approaches 
such as fuzzy logic and neural network are used in soft 
computing [37]. Table 5 provides comparison between 
rule base and model based approaches. 
 

Table. 5 Scalability prediction approaches comparison 
 

Approach Algorithms  Advantages  Disadvantages 

Rule-
based 

-Reinforcement 
learning. 
- Statistical 
machine 
learning. 
- Fuzzy 
control. 
-Support 
vector machine 
[38]. 
- Neural 
networks 
(NN).  
-Genetic 
algorithms 
(GA) [37]. 

-Can infer 
required 
resources using 
historical data, 
without a 
knowledgeable 
model. 
-Suitable for 
complex 
systems. 
-Not need huge 
knowledge 
[38]. 
-Provide 
appropriate 
level of data 
classification; 
produce more 
rules and 
accuracy [39].  

-QoS and 
performance 
requirements are not 
ensured. 
- Very complex in 
computation.  
- Require long time 
for learning from the 
data, which affect 
the performance 
[38]. 
-Hard to provide 
system 
generalization, 
because of small set 
of rules [39].   

Model 
based 

-Control theory 
(such as using 
black box). 
-Queuing 
theory [38].  

- Ensured QoS. 
-Provide strict 
approach to 
model, analyze 
and 
understand the 
system [38].  
- Proper to use 
in knowledge-
based system 
that help to 
show, interpret 
and maintain 
the knowledge.   
- Have obvious 
features and 
simple in 
design [39].  
 

-This approach 
needs much 
knowledge [38]. 
-Difficult to 
formulate as it’s 
represented 
mathematically [37].   

 

5 RELATED WORKS 

Automatic scaling is an important issue for both cloud 
providers and consumers to get adequate level of cloud 
resources and cost. Predicting future changes in 
resources requirements helps to choose the right 
decisions to scale cloud resources (computing, storage, 
and network). 
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Some related works are proposed for automatic scaling 
in cloud environments. In [40] a prediction model for 
performing automatic scaling resources was proposed. 
The work focuses on studying system behavior and 
resources using the past performance information and 
provide a framework for inferring demands, make 
decisions and prediction. The author uses machine 
learning techniques for decision making and prediction 
processes. 
 Chandan Banerjee1, Anirban Kundu2, et al. In 
[41] proposed scalable resources selection framework in 
cloud computing and load balancing. They show in 
their framework that resources are accessed by the 
customer as flow from cloud service layer at the top till 
the resources location at the bottom. So they use top-
down engineering technique. The model consists of four 
layers which are: Cloud Service Abstraction, Resource 
Manager, Load Sharing and Load Balancing and 
Resource Allocation. Customers access cluster resources 
by cluster index which hold information such as: 
number of resources in a cluster, load balancing 
selection scalability factors. They use CPU, memory 
measurement as scalability factors.  
In [42] dynamically cloud resources architecture is 
provided with SLA violation avoidance. The problem is 
divided into three units: host dynamic configuration 
and SLA, monitoring components and quality of 
services requirements, and finally dispatching and load 
balancing. The architecture uses actual response time as 
load balancing metric. Fuzzy logic and expert 
knowledge are used to model information in non-
numeric form, but linguistic variables. The system 
scaling is modeled by using IF-Then rules. The 
architecture of proposed system has two scaling 
modules: blue box, data collector and fuzzy control. 
Data collector gathers data such as CPU usage and 
response time, controls scaling action data, load data 
and categorized the data to be ready for using by fuzzy 
control module. The result sends to inference engine 
and the de-fuzzified values are the VM[s] number need 
to start or stop to reach the target scaling. The scaling 
data send to scale control model which produces cloud 
management system. 
Petter Sv¨ard in [8] shows enhanced scalability 
approach (server disaggregation approach) that 
aggregates resources to create virtual machine larger 
than physical machine that host it. The approach uses 
vertical scaling on-demand and not takes into account 
physical machines boundaries; physical machine 
permits the guests to use resources from more than one 
physical machine. The main benefit provided by the 
approach is the high improvement of physical machines 
utilization in cloud data center. 
Sadeka Islam , Jacky Keunga, et al.  In [9] proposed a 
performance prediction model for dynamic application 
scalability by estimating future resources demands and 

predicting them; targeted to improve performance and 
availability. The model concerns with resources 
prediction from cloud service provider point of view. 
The model applies standard benchmark to generate 
historical data and uses that data for prediction among 
several learning algorithms (Error Correction Neural 
Network (ECNN) and linear Regression. Precision of 
the prediction framework is evaluated using some 
metrics (Mean Absolute Percentage Error (MAPE, Root 
Mean Squared Error (RMSE) and R2 Prediction 
Accuracy. 

6 CONCLUSIONS 

The paper provides a survey on Infrastructure as a 
Service (IAAS) scalability enhancement. Its focuses on 
scalability metrics and factors that impact performance; 
gives some methods and approach which used for IaaS 
resources prediction.  
The paper shows many methods, models, approaches 
existed for enhancing performance and scalability in 
cloud data centers. Scalability prediction entails 
intensive measurements on workload, server and 
network. 
Automated scalability and performance are required 
features to build successful cloud service provider (CPS) 
network and provide qualified, reasonable cost, services 
and resources to customers. 

 Future Recommended Issues 
Some solutions for enhancing cloud scalability are 
existed, but most of them use: 

 Current states of scalability parameters. 

 Use one technique for each solution process 
such as prediction, learning and evaluation. 

 Use one scalability technique (vertical, 
horizontal). 

Three points mentioned above clarify that there are 
wide needs to cover these research areas: 

 Consider intensive past and present scalability 
measurements. 

 Apply more than one technique or tool and 
compare their results for scalability parameters, 
specifying which tool is more perfect for each 
parameter.  

 Mix vertical and horizontal scalability 
approaches to get better performance, 
management, cost benefit and better quality of 
service (QoS).  
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